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Abstract- Deep Learning algorithms are designed in such 

a way that they mimic the function of the human cerebral 

cortex. These algorithms are representations of deep neural 

networks i.e. neural networks with many hidden layers. 

Convolutional neural networks are deep learning algorithms 

that can train large datasets with millions of parameters, in 

form of 2D images as input and convolve it with filters to 

produce the desired outputs. In this article, CNN models are 

built to evaluate its performance on image recognition and 

detection datasets. The algorithm is implemented on MNIST 

and CIFAR-10 dataset and its performance are evaluated. 

The accuracy of models on MNIST is 99.6 %, CIFAR-10 is 

using real-time data augmentation and dropout on CPU 

unit.
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I INTRODUCTION

Image Recognition and detection is a classic machine 
learning problem. It is a very challenging task to detect an 
object or to recognize an image from a digital image or a 
video. Image Recognition has application in the various 
field of computer vision, some of which include facial 
recognition, biometric systems, self-driving cars, emotion 
detection, image restoration, robotics and many more[1]. 
Deep Learning algorithms have achieved great progress in 
the field of computer vision. Deep Learning is an 
implementation of the artificial neural networks with 
multiple hidden layers to mimic the functions of the 
human cerebral cortex. The layers of deep neural network 
extract multiple features and hence provide multiple 
levels of abstraction. As compared to shallow networks, 
this cannot extract or work on multiple features. 
Convolutional neural networks is a powerful deep 
learning algorithm capable of dealing with millions of 
parameters and saving the computational cost by inputting 
a 2D image and convolving it with filters/kernel and 
producing output volumes.  

The MNIST dataset is a dataset containing 
handwritten digits and tests the performance of a 
classification algorithm. Handwritten digit recognition has 
many applications such as OCR (optical character 
recognition), signature verification, interpretation and 
manipulation of texts and many more[2,3]. Handwritten 
digit recognition is an image classification and 
recognition problem and there have been recent 
advancements in this field [4]. Another dataset is CIFAR-
10 which is an object detection datasets that classifies the 
objects into 10 classes and detects the objects in the test 

sets. It contains natural images and helps implement the 
image detection algorithms. 

In this paper, Convolutional neural networks models 
are implemented for image recognition on MNIST dataset 
and object detection on the CIFAR-10 dataset. The 
implementation of models is discussed and the 
performance is evaluated in terms of accuracy. The model 
is trained on an only CPU unit and real-time data 
augmentation is used on the CIFAR-10 dataset. Along 
with that, Dropout is used to reduce Overfitting on the 
datasets. 

The remaining sections of the paper are described as 
follows: Section 2 describes a brief literature survey; 
Section 3 describes the classifier models with details of 
the techniques implemented. Section 4 evaluates the 
performance of the model and describes the results.
Section 5 summaries the work with future works. 

II. LITERATURE SURVEY 

In recent years there have been great strides in 
building classifiers for image detection and recognition on 
various datasets using various machine learning 
algorithms. Deep learning, in particular, has shown 
improvement in accuracy on various datasets. Some of the 
works have been described below: 

Norhidayu binti Abdul Hamid et al. [3] evaluated the 
performance on MNIST datasets using 3 different 
classifiers: SVM (support vector machines), KNN (K-
nearest Neighbor) and CNN (convolutional neural 
networks). The Multilayer perceptron didn't perform well 
on that platform as it didn't reach the global minimum 
rather remained stuck in the local optimal and couldn't 
recognize digit 9 and 6 accurately. Other classifiers, 
performed correctly and it was concluded that 
performance on CNN can be improved by implementing 
the model on Keras platform. Mahmoud M. Abu Gosh et 
al. [5] implement DNN (Deep neural networks), DBF 
(Deep Belief networks) and CNN (convolutional neural 
networks) on MNIST dataset and perform a comparative 
study. According to the work, DNN performed the best 
with an accuracy of 98.08% and other had some error 
rates as well as the difference in their execution time. 

Youssouf Chherawala et al. [6] built a vote weighted 
RNN (Recurrent Neural networks) model to determine the 
significance of feature sets. The significance is 
determined by weighted votes and their combination and 
the model is an application of RNN. It extracts features 
from the Alex word images and then uses it to recognize 
handwriting. Alex krizhevsky [7] uses a 2-layer 
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Convolutional Deep belief network on the CIFAR-10
dataset. The model built classified the CIFAR-10 dataset 
with an accuracy of 78.90% on a GPU unit. Elaborative 
differences in filters and their performance is described in 
the paper which differs with every model. 

Yehya Abouelnaga et al. [8] built an ensemble of 
classifiers on KNN. They used KNN in combination with 
CNN and reduce the Overfitting by PCA (Principal 
Component Analysis). The combination of these two 
classifiers improved the accuracy to about 0.7%.  

Yann le Cunn et al. [1] give a detailed introduction to
deep learning and its algorithms. The algorithms like 
Backpropagation with multilayer perceptron, 
Convolutional neural networks, and Recurrent neural 
networks are discussed in detail with examples. They 
have also mentioned the scope of unsupervised learning in 
future in Artificial intelligence. 

Li Deng [10] details a survey on deep learning, its 
applications, architectures, and algorithms. The 
generative, discriminative and hybrid architectures are 
discussed in detail along with the algorithms that fall 
under the respective categories. CNN, RNN, 
Autoencodes, DBN’s, RBM’s (Restricted Boltzmann 
machines) are discussed with their various applications. 

III.   CLASSIFIER MODELS 

A. Datasets 

MNIST is the dataset used for image recognition i.e. 
for recognition of handwritten digits [11]. The dataset has 
70,000 images to train and test the model. The training 
and test set distribution is 60,000 train images and 10,000 
test images. The size of each image is 28x28 pixels (784 
pixels) which are given as input to the system and has 10 
output class labels from (0-9). Fig.1 shows a sample 
picture from MNIST dataset [13]. 

CIFAR-10 is the dataset used for object detection 
which is labeled a subset of 80 million tiny images [12]. 
The dataset has 60,000 32x32 pixel color images with 10 
classes (airplane, automobile, bird, cat, deer, dog, frog, 
horse, ship, truck ). Each class has 6000 images. The train 
batch has 50,000 images and test batch has 10,000 
images. The test batch for each class has 1000 images 
which are randomly selected. Fig.2 shows sample pictures 
from CIFAR-10 dataset [14]. 

B.  CNN Models 

Convolutional neural networks are deep learning 
algorithms that take input images and convolves it with 
filters or kernels to extract features. A NxN image is 
convolved with a fXf filter and this convolution operation 
learns the same feature on the entire image[18]. The 
window slides after each operation and the features are 
learnt by the feature maps. The feature maps capture the 
local receptive field of th eimage and work with shared  

Fig.1 A sample MNIST Dataset 

 

Fig.2 A CIFAR-10 dataset images 

weights and biases [15,21]. Equation (1) shows the size of 
the output matrix with no padding and Equation (2) shows 
the convolution operation. In order to preserve the size of  
input image padding is used . In a ‘SAME’ padding the 
output image size is same as input image size and a 
“VALID” padding is no padding. The size of th eoutput 
matrix with padding is depicted in equation  (3).  

                                               (1) 

                          (2) 

                        (3) 

Here, O is the output , P is the padding, s i sthe stride,  
b is the bias, σ is the sigmoidal activation function, w is a 
3x3 weight matrix of shared weights and   is the input 

activation at position x, y. CNN has application in fields 
of large scale image recognition [17], Emotion detection 
through speech [9] [19] facial expression recognition [20], 
biometric systems, genomics and many others. 

C. CNN model for MNIST dataset  

The CNN model for MNIST dataset is shown in figure 
(c). The input image is a vector with 784 pixel values. It is 
input into the convolutional model where the convolution 
layers along with filters generate th efeature maps using 
the local receptive field. The pooling and fully connected 
layers follow the convolution layers. Dropout is 
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introduced after each convolutional layer. The pooling 
layers simplify the output after convolution. There are two 
types of pooling: Max pooling and L2 pooling. In max 
pooling the maximum activation output is pooled into a 2 
x 2 input region and L2 pooling takes the square root of 
the sum of squares of the activation 2x2 region. Finally, 
the fully connected layers connect each layer of max 
pooling layer to the output neurons. The architecture of 
the developed model is as follows: 

� Batch Size (training): 128, Batch size (test): 256, 

Number of epochs:10 

� Dropout: Yes 

� Optimizer: RMS prop,  Learning rate=0.001, the 

parameter β : 0.9

� Keep_prob:0.8 

The architecture of the model is :  

Convolution_layer 1 → Relu → Max_pool → dropout → 

Convolution_layer 2 → Relu → Max_pool → dropout → 

Convolution_layer 3 → Relu → Max_pool → 

fully_connected → dropout → output_layer → Result

The input is a 28X28 image which passed to filters to 
generate fetaure maps. . The first filter is of size 5x5x1x32 
(32 features to learn in the first hidden layer), 3x3x32x64 
for the second convolution layer (64 features to learn from 
second hidden layer), 3x3x64x128 for the third layer, 
(128*4*4,625) for the fourth layer and (625,10) for the 
last layer. The stride is 1 for convolution layer and 2 for 
max-pooling layers. Stride defines the number of block to 
move forward after one calculation. Generally, the value 
of stride for convolution layer is 1 and for pooling layer is 
2. The accuracy of this model is 99.6%. 

Fig. 3. CNN model for MNIST dataset 

D. CNN model for CIFAR-10 dataset

The CNN model for CIFAR-10 dataset is as follows:  

� Batch size: 32, Number of epochs:50 

� Optimizer: RMS Prop, Decay rate= 1e-6 

� Data augmentation: True, Rotation ; in range of  

0-180, horizontal flip: TRUE, Vertical flip: 

FALSE 

� Dropout : True 

The architecture is as follows: 

Conv1→Relu→Conv2→Relu→Max_pooling→Dropout

→Conv3→Relu→Conv4→Relu→Max_pooling→Dropo

ut→Conv5→Relu→Max_pooling→Dropout→Flatten→

Dense→Relu→Dropout→Dense→Softmax→Result

Fig.4 shows the architecture of the model. The 32X32 
input image is given to the model where the first 
convolutional layer learns 32 features through a 5x5 filter 
and ‘same’ padding. After the activation, another 
convolutional layer is stacked up that learns 64 features 
through a 5x5 filter. Then Relu activation is added and 
forwarded to max pooling layer. After the max pooling 
layer a dropout is implemented with the dropout of 0.25. 
This entire layer is repeated again with 3x3 filters and the 
conv 3 layer this time learns 64 features similar to conv 4 
features. All the remaining parameters are same. The conv 
5 layer learns 64 features with a 3x3 filter followed by 
Relu, max-pooling and dropout. Then the output is 
flattened and we have a fully connected layer with 512 
outputs. The dropout is again applied as 0.5 and denser to 
number of output classes i.e. 10 and passed to the softmax 
layer for the final output. The accuracy of the model is 
80.01 % on a CPU unit on test dataset. 

 

.

 

 

 

Fig.4 CNN Model for CIFAR-10

E. Relu non-linearity activation function  

There is a wide range of activation function available 
when training neural network models. The mainly used 
activations are sigmoid, tanh, relu and leaky relu. The relu 
non linearity is a popular activation function used in deep 
learning algorithm sand has replaced the use of sigmoidal 
activation function which is generally used for binary 
classification techniques. Relu non linearity 

 works several times faster than the tanh non –
linearity , and results the output of 
the activation as either 0 or a positive number. With relu it 
is easier to train larger neural networks. Fig.5 shows the 
graph of relu non-linearity [16]. 

F. Overfitting and under fitting 

Another aspect of training a deep neural network is the 
issue of high bias (resulting in underfitting) or high 
variance (resulting in overfitiing). When the data is 
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underfitting is not generalizing or fitting the data points 
well. In case of high bias, which is on training batch the 
network needs to be trained longer and have much bigger 
network of hidden layers. In case of overfitting, the data 
has high variance i.e. it is generalizing too well on the test 
sets. To reduce high variance, regularization techniques 
and data augmentation techniques can be implemented. 

Fig.5. Relu non-linearity 

G. Dropout to reduce overfitting 

Dropout is a regularization technique which is used to 
reduce overfitting [7]. In dropout, the network deads some 
of its nodes randomly based on a parameter. The 
probability parameter determines whether the node should 
remain in the network or not. Keep_prob is the probability 
parameter to keep the hidden nodes in the network.  The 
activation is unaffected during this process as it only 
determines whether to keep the node in the network or 
not. 

H. Data Augmentation 

Another technique to reduce overfitiing is to train the 
data on large datasets. If dataset is limited the dataset can 
be artificially created by data augmentation techniques 
[7]. The data augmentation techniques include distortion 
and altering of data images for processing to get more 
data. Some of the techniques are: 

� Mirroring – The images are flipped and laterally 

inverted. 

� Random cropping- Cropping some parts of the 

image and creating subsets from the main image. 

� Rotation- This includes rotating the images in 

any direction at various angles and generating 

new images. 

� Color shifting- Shifting the RGB pixel values of 

the image to get a new coloured image. 

I. RMS prop optimizer and learning rate 

RMS prop or root mean square prop is an optimizer 
which works on the root mean square value of the change 
in gradients. The change in weights and bias determine 
the gradient parameters with help of rms value. The 
learning rate determines the steps the algorithm will take 
to converge to the global minimum. If the learning rate is 
too high the algorithm faces exploding gradient problem 
i.e. it takes larger steps and fails to converge at the local 
minimum. If the learning rate is too small it faces a 

vanishing gradient problem i.e. the gradient takes smaller 
steps and ultimately becomes so small that the changes in 
weights are insignificant. Thus the learning rate is a hyper 
parameter that needs to be finely tuned and can be done 
with the help of learning rate decay. In learning rate 
decay, the learning rate decays exponentially after every 
epoch. 

IV. RESULT ANALYSIS 

The results of the experiments are as shown below: 

� CNN Model for MNIST dataset: Accuracy 

99.6% shown in figure 6 

Fig.6 Accuracy of CNN model on MNIST in 10 epochs 

The result shows that as the number of epochs get increased 
and the best accuracy achieve in recognizing the digits on 
MNIST data set is 99.6 % with 10 epochs. 

 

Fig. 7 Accuracy of the CNN model in 50 epochs 

CNN model for CIFAR-10 dataset: Accuracy of 80.17% 

on test set as shown in figure 7. 

V. CONCLUSION 

The article discusses various aspects of deep learning, 
CNN in particular and performs image recognition and 
detection on MNIST and CIFAR -10 datasets using CPU 
unit only. The accuracy of MNIST is good but the 
accuracy of CIFAR-10 can be improved by training with 
larger epochs and on a GPU unit. The calculated accuracy 
on MNIST is 99.6% and on CIFAR-10 is 80.17%. The 
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training accuracy on CIFAR-10 is 76.57 percent after 50 
epochs. The accuracy on training set may also be 
improved further by adding more hidden layers. And this 
system can be implemented as a assistance system for 
machine vision for detecting nature language sysmbols. 
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